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Experimental Results

Benchmark

Always faster than RS and BS
Almost reach ideal bound when batchsize = 8

Real Workloads

12x model compression rate
6x faster inference time

- All methods achieve top-5 accuracy of 90.3%, 
but under different sparsity ratio.

- Time cost of other layers (such as Pooling, 
Batch Normalization) is less than 230us.

Further Explorations

Visualization of Sparse Weight Maps Hyper Parameter Sensitivity

Methodology

Balanced Sparsity
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Iterative Pruning Efficient GPU Implementation

- Load balancing between threads
- Single Instruction Multiple Data (SIMD)
- Conflict-free shared memory access

Sparsity in Deep Learning

Redundancy in DNNs Speedup and Accuracy Tradeoff Our Method

- Maintain model accuracy
- Achieve significant practical speedup
- Flexible for any kinds of networks

- “Dead” / little activation
- Uncorrelated with output
- Correlated with other neurons

Matrix Vector Product VGG on ImageNet LSTM on PTB

CTC on TIMIT


